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Infrequent activities predict economic 
outcomes in major American cities

Shenhao Wang    1,2,8,9  , Yunhan Zheng    3,8, Guang Wang    4,5, 
Takahiro Yabe    4,6, Esteban Moro    2,4,7,9   & Alex ‘Sandy’ Pentland2,4

Many studies have revealed the predictive power of the most frequent, 
regular and habitual mobility patterns. However, it remains unclear which 
components of the mobility patterns contain the most informative signals 
for predicting disparate economic development across urban areas. Here 
we use machine learning to predict economic outcomes by analyzing 
the heterogeneous mobility networks of 687 activities from more than 
560,000 anonymized users in Boston, Chicago and Miami. We find that 
mobility patterns are highly predictive of the current and future economic 
development in major American cities but, surprisingly, the high predictive 
power is concentrated on infrequent, irregular and exploratory activities. 
These predictive activities account for only less than 2% of total visits but 
successfully explain more than 50% of variation in economic outcomes. 
Future research should shift more attention from regular visits to irregular 
activities, and policymakers could leverage these infrequent yet informative 
activities to manage urban economic development.

Mobility patterns can effectively predict economic outcomes in cities1–3. 
Economic outcomes—typically measured by wealth, GDP and income—
are associated with the regular mobility patterns at the macroscale 
because the volume of mobility and economy both grows proportion-
ally with urban population4–8. Economic outcomes could also be asso-
ciated with the irregular mobility patterns at the microscale9–11, which 
facilitate the local governments to proactively monitor and develop 
the local economy through mobility-related interventions4. This rela-
tionship between mobility and economy has been framed with various 
theoretical underpinnings, including neighborhood effects12,13, weak 
ties14,15, economic complexity16 and structural diversity17–19.

However, it is still controversial why mobility networks can effec-
tively predict urban economic outcomes. Although the socioeconomic 
status is correlated with the diversity in mobility networks, simply 
improving diversity fails to enhance economic productivity in field 
experiments17,20–23. In social network literature, diversity is mainly 

attributed to the heterogeneous and, particularly, weak social ties 
rather than the massive volume of strong ones14,15. However, het-
erogeneous ties facilitate only specific (but not all) aspects of job 
searches24–26, leading to a ‘paradox’ of their effects24. In cities, this para-
dox is not only a theoretical issue but also poses practical challenges. 
Policymakers could be bewildered by a large number of mobility diver-
sity definitions using travel modes or displacements. Those debates 
indicate that the fundamental link between mobility and economy is 
still missing.

This missing link is partially caused by the insufficient focus on 
human activities. It’s important to recognize that urban mobility serves 
as a means to an end, and these ends are the various activities con-
ducted by individuals within the urban environment. Most studies 
treated human movements as only homogeneous edges in mobility 
networks, overlooking the diversity and nuances of underlying activi-
ties4–7,17,20. The simplified homogeneity assumption could dilute the 
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(Methods and Supplementary Section 2.3). The mobility networks 
leverage the unique power of the phone trajectories, which provide 
fine-grained activity dynamics and refine economists’ traditional con-
clusions based on the survey data31–33. In fact, these mobility networks, 
which include most of the human activities, have been widely used to 
analyze segregation34, consumer behavior35,36, poverty37, wealth1, city 
structures38, economic growth20 and epidemic spreading39, generating 
insights that are unavailable from the survey-based data sources.

Activities are quite heterogeneous. As shown in Fig. 1a, the activ-
ity frequency, which is measured by the total number of visits for each 
activity, can be accurately fitted by the truncated power law8, suggest-
ing a substantial variation ranging from the most frequent visits to the 
office (Fig. 1b) to places visited relatively infrequently (for example, 
French restaurants; Fig. 1c). Despite this significant variation, most 
studies on human mobility and its universal laws focus solely on aggre-
gate and frequently occurring activities. Here we study all activity 
networks independently with a multiscale perspective to consider 
both frequent and infrequent human activities.

We predict economic outcomes yi,t′ through machine learning by 
evaluating three groups of input variables: using exclusively activity-
specific visits, αij,c,t; using exclusively sociodemographic variables, xi,t; 
and combining activity and sociodemographic variables (Methods). 
The predictive power is examined by predicting both the present and 
future economic outcomes (t′ = t  and t′ = t + δt), thus identifying the 
sources of the economic signals that consistently exist in two time 
periods. The current case refers to a cross-sectional analysis in which 
both the mobility inputs and economic outputs were collected in 2016, 
whereas the future case refers to the economic outcomes in 2018 as 
the outputs. Two machine learning methods are used. The first is a 
linear regression with elastic net regularization to tackle overfitting37,40 
caused by the high dimension of the activities (∣C∣ = 687). The elastic 
net regressions can automatically learn predictive linear relationships 
among activities (Methods). An example of elastic net regression that 
uses only mobility patterns as inputs is:

yi,t′ = ∑
c∈C

βc∑
j
aij,c,t + ϵi,t (1)

where yi,t′ represents the economic outcomes, and ∑j αij,c,t represents 
the node degree for activity c, which is the sum of the neighboring 
edges around node i. βc represents the coefficient of the node degree 
for activity c, and 𝜖𝑖,𝑡 denotes the error term. The second machine learn-
ing method is gradient boosting regressions (GBR), which ensembles 
decision trees and identifies the non-linearly predictive activities using 
their importance score. In short, our experiments use two machine 
learning methods to examine two output variables (median income 

predictive power in mobility networks because only certain activities 
contain economic signals. Although several studies have examined 
urban activities27,28, they typically apply data mining methods with-
out pinpointing the signals in the mobility networks for predicting 
economic outcomes.

Here we seek to predict economic outcomes using mobility pat-
terns by characterizing the diverse human activities. We first examine 
the activity frequency by fitting it to the truncated power law and 
Zipf’s law8. We then employ two machine learning methods to predict 
economic outcomes, utilizing activity-specific visits collected from 
phone trajectories and points-of-interest (POIs) in three prominent 
metropolitan areas in the United States. After identifying the predictive 
activities, we examine their frequency and regularity. We find that the 
economic signals are concentrated on mobility patterns characterized 
by infrequent and irregular activities, although the frequent and regu-
lar ones also contain moderate predictive power. We further demon-
strate the robustness of our findings by investigating model sensitivity 
to noises, missing values and outliers, testing the model transferability 
across six major US cities, and examining the impacts of changing the 
activity grouping strategy. Our findings have broad scientific impli-
cations because they refine the theories of social diversity, weak ties 
and economic complexity; they also have practical implications for 
policymakers, who can use the infrequent yet informative mobility 
signals to monitor future economic development.

Results
Data and methods
The mobility network for each activity is constructed by aggregating 
all trips from users’ census tract home i to POIs of a given category c in 
census tract j (Fig. 1 and Methods). Each node in the mobility network 
is a census tract that includes various node features, and edges are 
weighted by the number of trips wij,c in activity category c from census 
tracts i to j. For simplicity, we represent edges by an activity indicator 
aij,c = {wij,c ≥ δ}, with δ representing a volume threshold (Methods 
and Supplementary Information). After processing, the data include 
687 fine-grained activity categories that are mapped to 15 parent activ-
ity categories. This activity categorization has been widely adopted 
and is highly consistent with the default categorization from the data 
provider (Foursquare)29,30. The node features include two economic 
outcomes (median household income and property values) as the 
model outputs and around ten sociodemographic variables as the 
model inputs; these were extracted from the American Community 
Survey (ACS). Although they were collected through phone trajectories, 
the mobility network data are representative of the population and 
socioeconomic distributions from the census population, indicating 
that smart phones have been widely adopted across social classes 
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Fig. 1 | Diverse activities in mobility networks. a, Power-law distribution of 
human activities in cities. The activity frequency follows the truncated power-law 
distribution ℙ(c) ∝ rc−β exp(−rc/K) (ref. 8; see Methods for details). b, Office 

visits as an example of frequent and regular activities with a scattered spatial 
distribution. c, French restaurant visits as an example of infrequent and irregular 
activities with a concentrated spatial distribution.
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and property values) in three US metropolitan areas at two time periods, 
leading to a total of 24 experimental scenarios.

Mobility activities predict economic outcomes
The mobility activities can predict more than 50% of variation in income 
and property values using elastic net and gradient boosting regressions 
for the majority of the experimental scenarios. As shown in Fig. 2a–c, the 
cross-validated R2 of elastic nets for income and property values using 
only activities reach around the 40–60% range. The GBRs can further 
advance the R2 performance to the 50–70% range (Supplementary 
Section 4.2). The predictive performance of our model is higher than 
50% for most of the scenarios, except for predicting the economic 
outcomes with simple linear models for Miami. The predictive per-
formance is higher in Boston and Chicago than Miami, indicating a 
higher predictability of economic outcomes in the two dense urban 
areas than the sprawled urban environment. Our results improve upon 
the state-of-the-art methods by at least 20%. In fact, past studies often 

find that it is quite challenging to predict income and wealth because 
the state-of-the-art performance of R2 was only around37 0.40–0.46, 
and it sometimes41 approaches as low as 0.25. Furthermore, the high 
performance is consistent across Boston, Chicago and Miami without 
much variation, indicating that the predictive power embedded in 
mobility activities is consistent.

The mobility data are as predictive as the sociodemographic vari-
ables from the census, and the two data sources are highly complemen-
tary. In Fig. 2a–c, the mobility and the sociodemographic variables 
achieve quite comparable predictive performance. For example, in 
Boston, the R2 is around 55.8% using the sociodemographic variables—
slightly higher than 48.1% using the mobility activities data to pre-
dict income. Meanwhile, for predicting property values, the R2 value 
using mobility data stands at around 55.9%, outperforming the 52.2% 
achieved when solely relying on sociodemographic variables. In fact, 
the prediction power of the two data sources is consistently compa-
rable across the three cities because both data sources achieve higher 
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Fig. 2 | Mobility activities predict economic outcomes in Boston, Chicago 
and Miami. a–c, Predictive performance of elastic net regressions using 
only activity data or sociodemographic variables, and the integration of 
both, in Boston (a), Chicago (b) and Miami (c). The performance of GBRs is 
included in Supplementary Section 4, demonstrating similar results. d–f, The 
coefficients of predictive activities in elastic net regressions for Boston (d), 

Chicago (e) and Miami (f). g–i, The importance scores in GBRs for Boston (g), 
Chicago (h) and Miami (i). In both machine learning methods, the predictive 
activities include aspirational behaviors (for example, tennis, hockey; blue); 
non-essential consumption (for example, French restaurants; green); and 
latent socioeconomic cues (for example, visits to Latin American or Caribbean 
restaurants; orange).
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performance in Boston and Chicago, and relatively lower performance 
in Miami. The integrated regressions always achieve higher predictive 
performance when the two data sources are combined. For example, in 
Boston, the R2 of the integrated regressions achieves 61.5% and 60.4% in 
predicting income and property values—higher than the results using 
the two data sources separately, demonstrating strong complementa-
rity between the two data sources. The R2 of GBRs using the integrated 
data sources is even higher, approaching around 70−80% in Boston and 
Chicago, demonstrating similar complementarity effects as elastic 
nets (Supplementary Section 4). This strong complementarity effect 
triggers the further question of which economic signals are captured 
by the mobility data but elude the traditional public surveys.

To understand the sources of predictive power, we identify the top 
predictive activities using the coefficients in the elastic nets and the 
importance scores in the GBRs. The visits to tennis courts, soccer fields, 
science museums and theaters are highly predictive. Such activities 
are the aspirational behaviors that take physical or mental effort. We 
also find that the visits to New American or French restaurants—those 
high-end non-essential consumptions42, as well as to discount stores 
and pawn shops—can also predict economic outcomes. Finally, the 
visits to Brazilian, Caribbean, Spanish and North Indian restaurants 
are also predictive, potentially because these latent socioeconomic 
cues effectively differentiate people from sub-ethnic groups; such cues 

typically do not exist in the public census data. Overall, aspirational 
activities, non-essential consumption and latent socioeconomic cues 
are found as critical economic signals in both machine learning meth-
ods, as represented by the three colors in Fig. 2d–i. The three labels 
are designed to facilitate result interpretation but they are neither 
collectively exhaustive nor mutually exclusive categories. For example, 
New American and French restaurants are labeled as non-essential 
consumptions as they are more expensive than other restaurants, but 
they could also reveal ethnic information and thus could be labeled as 
latent socioeconomic cues.

Predictive activities are infrequent
Figure 3a illustrates that the predictive and most frequent activities 
do not overlap. The most frequent activities, which include visits to 
offices and residential areas, are weakly associated with economic 
outcomes, with correlation coefficients smaller than 0.2. However, 
the correlation coefficients of the most predictive activities are larger 
than 0.4, such as the visits to French restaurants and golf courses. As 
Fig. 3a uses a logarithmic scale for the x-axis, the predictive activities 
are generally around four magnitudes smaller than the most frequent 
ones, indicating that the frequency of the predictive activities is around 
10,000 smaller than the most frequent activities. However, although the 
predictive activities are relatively infrequent, the reversed statement 
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Fig. 3 | Predictive activities are associated with infrequent mobility patterns. 
a, Predictive power and frequency of activities. The predictive power is measured 
by the absolute value of the Pearson correlation between individual activities and 
economic outcomes. The red dashed ovals indicate the predictive and frequent 
activities, whereas the blue curve connects the upper five percentiles of the 
activities with a smoothing function. The most predictive activities are not the 
most frequent ones, but rather the relatively infrequent ones. b, Lorenz curve of 

the cumulative activity frequency and R2 in elastic net regressions. Around 2% of 
activities are sufficient to achieve the highest predictive performance for income 
and property values. c–e, An example about the correlation of property values 
with aggregate (c), frequent (d) and predictive (e) activities in Boston. Only the 
infrequent vists to French restaurants are predictive for property values. The 
regression line and 95% confidence bands of the best fit line (shaded areas) are 
shown.
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is not necessarily true. The most infrequent activities are not highly 
predictive because the most infrequent activities cannot cover the 
large spatial scale, thus limiting their capacity in economic prediction. 
As summarized by the blue trend line in Fig. 3a, the concave shape of 
predictability in activities successfully demonstrates that the predic-
tive activities are moderately infrequent—much less frequent than 
the regular daily activities, but with relatively large spatial coverage to 
provide signals for all the census tracts in a metropolitan area.

Figure 3a cannot examine the interaction effects among the pre-
dictive activities because it visualizes the Pearson correlation between 
individual activities and economic outcomes. We therefore cumula-
tively add the most predictive activities into regressions and visualize 
the Lorenz curves of R2 regarding the cumulative shares of activities in 
Fig. 3b. The six Lorenz curves rise quite sharply and peak around the 
region of only 2% of the cumulative mobility patterns, predicting about 
40–60% of variation in income and property values, indicating that only 
a small fraction of infrequent activities is needed to achieve relatively 
high performance. In fact, incorporating more frequent activities could 
even lower the predictive performance, as the Lorenz curves start to 
decrease when more than 2% of activities are used.

To provide further intuition, we visualize the correlation of aggre-
gate, frequent and predictive activities with Boston property values in 
Fig. 3c–e. The figures show stark contrasts in their activity frequency 
(x-axis): the aggregate mobility patterns reach about 4,000 counts, the 
residential visits reach 100 counts, whereas French restaurant visits 
have only ten counts per day. However, their predictive capabilities 
are reversed: the mobility patterns of aggregate and frequent activi-
ties have nearly zero predictive power for property values, whereas a 
single infrequent activity—visiting a French restaurant—can effectively 
predict 25.8% of variation in property values.

Predictive activities are irregular
Besides frequency, we compare the temporal regularity of the aggre-
gate, frequent and predictive activities in the three cities, and the 
temporal regularity metric is quantified using the R2 from time-series 
regressions that account for both temporal trend and cyclical patterns. 
We compare the linear, quadratic and cubic function specifications for 

the temporal trend, and include day of the week, week of the month, 
and month fixed effects for the cyclical patterns. Empirical results 
demonstrate that the temporal regularity does not vary considerably 
with the specifications of temporal trends, but is mainly captured by the 
cyclical patterns (Methods and Supplementary Section 4.2). Figure 4a 
compares the temporal regularity across the three groups of activities 
in the three cities. Figure 4b–d presents the temporal patterns of the 
aggregate, office and French restaurant visits, with the last two serving 
as examples of frequent and predictive activities.

Figure 4a illustrates that the predictive activities are associated 
with temporally irregular mobility patterns. The predictive activities 
have much lower temporal regularity than the aggregate and frequently 
occuring activities in Boston, Chicago and Miami. The aggregate and 
frequently occuring activities are quite regular because the time-series 
regressions can easily capture around 80% of variation by solely con-
sidering the cyclical patterns and the temporal trends (Fig. 4a). On the 
contrary, the predictive activities are much more irregular: only less 
than 50% of variation can be explained by temporal trends and cyclical 
patterns. The results suggest that the most frequent activities are the 
most habitual visits with clear temporal cycles, whereas the predictive 
activities are often the irregular activities with much weaker cycling and 
temporal trends.

Figure 4b–d demonstrates why the predictive activities are irregu-
lar by contrasting the temporal patterns of the aggregate, frequent and 
predictive activities. The aggregate mobility patterns are highly predict-
able because the time-series regression can capture the weekly fluctua-
tion and the overall declining trend with R2 = 78% (Fig. 4b). As an example 
of frequent activities, office visits exhibit even higher predictability 
than aggregate visits. This is attributed to the much higher office visits 
during weekdays than weekends, leading to a distinct weekly recurring 
pattern with a R2 = 86% for explained variation. However, the predictive 
activity is much more irregular. Although the French restaurant visits 
do exhibit some underlying trends and seasonality, only around 47% of 
the temporal dynamics can be explained by these factors (Fig. 4d). This 
irregular temporal dynamic of the predictive activities is associated 
with their low frequency: visits to French restaurants happen so rarely, 
and thus it is highly challenging to form a regular visitation pattern.
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values, respectively. The predictive activity exhibits a highly irregular behavioral 
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Robustness check 1 (model sensitivity)
We examine the model robustness by conducting four robustness 
checks. In the first, the sensitivity to noise is tested by introducing 
Gaussian random noises with variance equivalent to 10% of the variance 
in the economic outcomes. The sensitivity to missing values is tested 
by randomly omitting 10% of the phone trajectory data. The sensitivity 
to outliers is tested by dropping the data points below the permissible 
lower bound and above the upper bound. In all three tests, the R2 and the 
predictive activities remain highly stable (Supplementary Section 5.1).

Robustness check 2 (transferability test)
Besides in-city model performance, we also test model transferabil-
ity across cities. In addition to Boston, Chicago and Miami, we added 
Washington DC, Detroit and Philadelphia to the transferability test 
using the top-20 and top-10 predictive activities. The results of the 
transferability analysis demonstrate that, on average, 55.6% of the 
variance can be explained by the top-20 predictive activities identified 
from other cities, and 44.2% of the variance can be explained by the 
top-10 activities. This result indicates strong cross-context robustness 
of our empirical findings (Supplementary Section 5.2).

Robustness check 3 (benchmarking frequent activities)
The predictive power of the infrequent activities is compared with 
the most frequent ones as a benchmark. This comparison uses the 
likelihood ratio test, in which log-likelihood is computed by the model 
fitting with an ordinary least square after the feature selection of elastic 
net43. The likelihood ratio tests consistently reject the null hypotheses, 
indicating a statistically significant higher performance in the infre-
quent activities over the frequent ones (Supplementary Section 5.3).

Robustness check 4 (grouping activities)
We examine whether our findings are sensitive to the aggregation of 
activity categories. We find that the 15 parent activity categories still 
retain moderate predictive power, achieving around 25–50% R2 for 
economic outcomes; this range is notably lower than the predictive 
performance from the infrequent activities. This moderate predic-
tive power is a benchmark representing a conservative estimate in 
mobility networks for predicting economic outcomes. Meanwhile, the 
coefficients of the 15 parent activity categories demonstrate similar 
patterns, because the relatively infrequent parent activity categories 
(that is, sports and arts/museums) are more predictive. Therefore, the 
predictive signals of economic outcomes concentrate on the infrequent 
activities, although the frequent activities also maintain certain predic-
tive power (Supplementary Section 5.4).

Discussion
Past studies demonstrate that mobility networks contain economic 
signals1,5–7; however, none of these studies have detected the exact 
sources of the signals. This study elaborates that the diverse human 
activities—which follow the power-law distribution in visit frequency—
can effectively predict socioeconomic status. The predictive activities 
are disproportionately concentrated in the infrequent and irregular 
ones, including aspirational behavior, non-essential consumption 
and latent socioeconomic cues, but excluding the most frequent and 
regular displacements such as visits to jobs or residential areas. In other 
words, it is the infrequent, irregular and exploratory activities—rather 
than the frequent, regular and habitual ones—that are the most impor-
tant socioeconomic signals in mobility patterns.

The findings have broad scientific and practical implications. 
They refine the existing theories of structural and social diversity 
through the lens of human activities15,24,25,44. Although structural diver-
sity still matters17,20,21, we find that only the long-tailed activities, such 
as the infrequent aspirational behaviors, are contributing positively 
to economic complexity and development16. Although social diversity 
still matters12,13, we find that it might be a concept rooted in the local 

context. For example, the subgroups within the Asians and the Hispan-
ics are more critical socioeconomic differentiators than the general 
ethnic groups in Boston and Miami, as shown by their significant coef-
ficients in the predictive models.

This study also demonstrates the outstanding explanatory power 
by combining machine learning and mobility network data, which 
can complement the public surveys that typically do not collect the 
infrequent activity signals. Public surveys might easily miss out these 
infrequent but informative visits because the informative activities 
account for only a small portion of the total activities. Unlike the public 
surveys, the mobility network data can provide real-time insights into 
economic cycles or time-dependent policy changes through dynamic 
human activities, which are critical for policymakers to take action, 
particularly when the economy experiences fast and systematic disrup-
tions (for example, COVID-19). The infrequent activities could be used to 
monitor economic inequality as well. When the non-essential consump-
tion is concentrated in certain urban regions, this concentration could 
imply spatial segregation and inequality. Therefore, policymakers can 
detect sudden changes in socioeconomic indices by combining these 
predictive activities and machine learning models, and proactively 
design policies to manage economic development and mitigate eco-
nomic inequality.

This study generates causal hypotheses by analyzing the predic-
tive power of the heterogeneous mobility networks, but it cannot 
pinpoint the exact causal mechanisms. The aspirational behaviors 
could lead to higher socioeconomic status because they represent the 
entrepreneurship and risk-seeking preferences of individuals, although 
a reversed causality cannot be excluded45. High-end consumption (for 
example, New American and French restaurants) is predictive poten-
tially because it can reveal the expected growth in household wealth. 
But such high-end consumption appears implausible to be the cause 
of high socioeconomic status, but more likely the consequence. In fact, 
both elastic net and GBR models could suffer from omitting variable 
or reversed causality issues, thus biasing the coefficient estimates. 
Therefore, our causal hypotheses need further validation by combining 
experimental data and causal models in future studies.

This study is limited by its analytical contexts. We examine rela-
tively large American metropolitan areas without investigating the 
transferability of our findings to the relatively poor and rural areas, 
which potentially limits generalizability46. The predictive activities 
with high signal-to-noise ratios, such as Pilates and Yoga studios, tend 
to exist in only the relatively wealthy areas. Even the visits to the pawn 
shops, which indicate a low socioeconomic status, suggest the exist-
ence of a basic financial institute, precluding the exceedingly poor 
areas without any financial infrastructure. Unfortunately, it is challeng-
ing to obtain the highly diverse long-tail activity data in less developed 
areas, which could exhibit an economy–mobility link that is different to 
our findings. Many unpredictable factors, such as pandemic, economic 
downturns or policy changes, might simultaneously influence both 
mobility and economy. Some of the unpredictable factors could be 
revealed indirectly through the mobility data, although they are not 
explicitly integrated into this study.

Methods
Ethics
We obtained Institutional Review Boards (IRB) exemption to use the 
Cuebiq mobility data from the MIT IRB office (COUHES protocol  
no. 1812635935 and its extension, no. E-2962).

Data sources
Two major data sources are the mobility data from a geospatial data 
provider, Cuebiq, and the socioeconomic data from the census. The 
privacy-enhanced mobility data are highly granular with a broad cov-
erage of anonymized users, venues and activities. To become part of 
Cuebiq’s panel, users provide informed consent to data collection 
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for research purposes, under an opt-in process that is compliant with 
both the General Data Protection Regulation and California Consumer 
Privacy Act. The dataset contains 126 million visits to 386,000 venues 
from 560,000 anonymized users in Boston, Chicago and Miami, cover-
ing a wide span of 687 activities, inlcuding visits to offices, supermar-
kets, coffee shops, among many others. Its temporal resolution is at 
seconds, and spatially, the longitude and latitude of activity locations 
are collected. The mobility data start on 30 September 2016 and ends 
on 1 April 2017, covering the six months during the 2016–2017 period. 
Although individual behaviors are observed in our raw mobility data, 
the individuals are aggregated to census tracts, thus protecting pri-
vacy and matching the standard spatial resolution of the census. Our 
socioeconomic data are collected from ACS at the census tract level47. 
As the mobility data reflect the mobility patterns in 2016–2017, we 
examine whether the mobility data could predict the future using the 
economic outcomes in 2018. Please refer to Supplementary Section 2 
for descriptions of the data and details on data processing).

Data representativeness
Our dataset represents approximately 2.61% of the total census popu-
lation across the three cities (1.54% for Boston, 3.82% for Chicago and 
4.68% for Miami). To assess data representativeness, we compared our 
sample population estimates with 2012–2016 five-year ACS data for 
each census tract in Boston, Chicago and Miami (see Supplementary 
Section 2.3 for details). Our analysis revealed a moderately high cor-
relation between the sample and census tract populations, with cor-
relation coefficients of ~0.7 for Boston, ~0.66 for Chicago and ~0.58 for 
Miami. We also evaluated the representativeness of income and prop-
erty value distributions in our sample across the three cities through 
quantile–quantile plots. Our analysis indicated a substantial degree of 
alignment between these distributions across the three cities overall 
(see Supplementary Section 2.3 for details).

Graph representation
The mobility network is built using census tracts as nodes and visits 
between homes and activities as edges. The mobility networks are 
defined as

Gc = {V, Ec} (2)

We use G to represent the graph, V for nodes and E for edges, following 
the standard notations. We also introduce the symbol c as an activity 
index to account for network heterogeneity in edges. In the network, 
nodes correspond to census tracts, and we incorporate socioeconomic 
features from the ACS as node attributes. Specifically, we use two eco-
nomic indicators (namely, median household income and property val-
ues) as model outputs denoted by yi. The sociodemographic variables 
are denoted as xi, which include education, gender, racial composition 
and other demographic factors. Although this study mainly uses the 
mobility edges to predict economic variables yi, we also examined 
the complementarity of the mobility edges and sociodemographic 
variables xi. Edges are represented by the home-to-activity visitation, 
which is in turn represented by a high-dimensional activity indicator:

aij,c = {wij,c ≥ δ} (3)

where wij,c is the observed counts of visits from node i to j, δ is the vol-
ume threshold, and αij,c is an indicator for the existence of an edge. 
Activities are collected by matching the phone trajectories and the 
POIs, which incorporate 687 activities (∣C∣ = 687) and 126 million trip 
records from 560,000 users, collected from September 2016 to April 
2017 in Boston, Chicago and Miami. To align with the temporal resolu-
tion of the economic variables yi, we add the mobility ties over the 
six-month research period to create a weighted adjacency matrix Wc, 

in which each individual edge weight wij,c = ∑
t=1,...T

wtij,c. With the  

weighted adjacency matrix Wt
c, we could create the unweighted adja-

cency matrices Ac, in which each element in equation (3) is αij,c.

Power-law distribution for activities
The activity frequency follows the truncated power-law distribution8, 
indicating a substantial frequency variation in human activities. The 
frequency of activity c is computed as:

fc = ∑
i,j∈V

wij,c (4)

The distribution of activity frequency is ℙ(c) = fc/∑c∈C fc, which can be 

more accurately fitted by the truncated power law8 than Zipf’s law  
(Fig. 1a). The activity frequency varies considerably. For example, in 
the six-month period, office visits have 5,594,655 counts and rank first 
among all 687 activities, whereas the visits to French restaurants have 
only 65,534 visits in total, ranking only 267th. The truncated power-law 
distribution is:

ℙ(c) ∝ rc−β exp(−rc/K) (5)

in which rc represents the rank of activity c. Note that this formula 
combines the polynomial and the exponential decay in the tails, with 
rc−β  and exp(−rc/K )  representing polynomial and exponential  
decay, respectively. The Zipf’s law is based on only a polynomial  
decay ℙ(c) = Krc−α . With logarithmic transformation, the equation 
becomes

logℙ(c) = −α log(rc) + logK (6)

which serves as a benchmark model in our analysis of activity frequency.

Elastic net regressions
The elastic net regressions target to predict the economic outcomes 
yi by comparing the mobility networks, sociodemographics, and 
integrated sociodemographic and network data. The first regression 
aggregates the mobility edges around each node i regarding an activity 
c with the following formula:

yi,t+Δt = ∑
c∈C

βc ∑
j∈N(i)

aij,c,t + ϵi,t (7)

in which N(i) represents the neighborhoods of node i, and ∑
j∈N(i)

aij,c,t  

adds the neighboring edges around each node i. This regression exam-
ines whether the economic outcomes can be predicted by the activities 
visits. It is designed as a prediction task since the outputs are from 2018, 
whereas the inputs are from 2016. The second regression uses only the 
sociodemographics from the ACS:

yi,t+Δt = ∑
k
βkxik,t + ϵi,t (8)

in which xik,t represents the sociodemographic variables. The third 
regression combines the two data sources with the following equation:

yi,t+Δt = ∑
k
βkxik,t + ∑

c∈C
βc ∑

j∈N(i)
aij,c,t + ϵi,t (9)

The results from the three regressions are compared to demonstrate 
the complementarity of the mobility and survey data.

The use of mobility networks as predictors in regressions can 
potentially result in overfitting, primarily due to the high dimensional-
ity of activity categories (∣C∣ = 687). To address this issue, we employ 
elastic net regularization, which helps mitigate overfitting while ena-
bling the automatic identification of significant activities. The elastic 
net regression optimizes its objective function using mean-squared 
error as the primary target, complemented by L1 and L2 regularization 
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terms. This optimization process is illustrated in equation (10), where 
the goal is to minimize the loss function:

min
βc

L( yi, ̂yi) = min
βc

1
N

N
∑
i=1

( yi − ̂yi)
2 + λ1||βc||1 + λ2||βc||22 (10)

Here, ̂yi represents predicted economic outcomes, and λ1 and λ2 control 
L1 and L2 regularization, respectively. We systematically apply this 
regression framework to 12 experimental scenarios, involving the 
prediction of income and property values in Boston, Chicago and Miami 
for both 2016 and 2018.

In the process of selecting λ1 and λ2, we start by splitting the data 
into training and testing sets. To optimize the elastic net model’s hyper-
parameters efficiently, we follow a two-step approach. In the first step, 
we perform 20 randomized searches over a predefined hyperparameter 
grid, considering different values for α (where α = λ1 + λ2) and r (where 
r = λ1/(λ1 + λ2)). During this step, we employ fivefold cross-validation to 
minimize mean-squared error on the training set. Subsequently, we con-
duct a grid search centered around the best hyperparameters from the 
randomized search (α* and r*), exploring neighboring values. The final 
model is trained using the best α and r values from this grid search, and 
its performance is evaluated on the testing data. This approach ensures 
efficient hyperparameter selection while maintaining computational 
efficiency, with an average training time of approximately 75 s for each 
economic outcome and city (see Supplementary Section 4.1 for details).

Gradient boosting regression
In addition to elastic net, we also assess the predictive capacity of 
mobility networks for forecasting economic outcomes using GBR, 
which—implemented through Python’s sklearn library with Gradient-
BoostingRegressor—is adept at capturing intricate non-linear relation-
ships among variables. However, GBR does not provide coefficients 
that directly indicate the magnitude and direction of effects, as seen in 
linear models. We instead report feature importance when using GBR. 
In training the GBR model, we also employ a fivefold cross-validation 
strategy to fine-tune hyperparameters. This involves a grid search over 
learning rates, maximum depth of individual regression estimators, 
and the number of boosting stages. After identifying the best model, 
we calculate feature importances and assess its performance on the 
testing dataset. Notably, the GBR model exhibits an average training 
time of approximately 88 s for a single city and economic outcome, 
comparable with the efficiency achieved with the elastic net model, 
emphasizing the computational effectiveness of our approach in both 
modeling techniques (see Supplementary Section 4.1 for details).

Due to the unique model designs, both elastic net and GBRs are 
robust to real-world data challenges such as noises, missing values and 
outliers. GBRs are the ensemble model with iterative algorithms fitting 
the residuals. As a result of the model ensemble, GBRs tend to generate 
a smooth function space, which is relatively insensitive to the random 
noises and outliers. Elastic net regressions can address missing values 
by simply ignoring them in the computation of the loss function. Elastic 
net regressions can also address outliers and noises because the L1 and 
L2 regularizations stablize the coefficients, which create models being 
less sensitive to outliers and noises. But meanwhile, such shrinkage and 
sparsity effects lead to potential biases when the individual coefficients 
are used for model interpretation. The biases in individual coefficients 
exert limited impacts on this study, because we mainly focus on the 
generalizability and robustness of model prediction.

Temporal regressions
To investigate temporal regularity, we employed time-series regression 
methods to model the trends and cyclic patterns within mobility data. 
The regression equation is defined as follows:

yt = f(t) + c(t) + ϵt (11)

Here, f(t) and c(t) capture the underlying trend and cyclical patterns 
in the time-series, with yt representing the daily activity counts. The 
trend function f(t) can take on the form of a linear (β0 + β1t), quadratic 
(β0 + β1t + β2t 2) or cubic (β0 + β1t + β2t2 + β3t 3) equation. In our primary 
model, we employ the cubic equation, whereas the outcomes related to 
the linear and quadratic equations are detailed in Supplementary Sec-
tion 4.2.4. The cyclical pattern is captured by the seasonality function 
c(t) = α1D(t) + α2W(t) + α3M(t), in which D(t), W(t), and M(t) denote the 
day of the week, week of the month and month fixed effects, collectively 
accounting for cyclic patterns within the mobility network. An example 
of the cubic trend function with the seasonality function is denoted as:

yt = β0 + β1t + β2t2 + β3t3 + α1D(t) + α2W(t) + α3M(t) + ϵt (12)

In fact, the three forms of the temporal trend function yield quite 
similar empirical performance (see Supplementary Section 4.2 for 
details), suggesting that the cyclical patterns are more important than 
the overall trends. This temporal regression is trained using the mean-
squared error as the objective function, and its R2 value quantifies the 
proportion of variance explained by the trend and cyclical components:

Rc =
∑t( yt,c − ̂yt,c)

2

∑t( yt,c − ̄yc)
2

(13)

Here, Rc ∈ [0, 1] represents the temporal regularity score for a specific 
activity c.

Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this article.

Data availability
The data that support the findings of this study are available from 
Cuebiq through their Data for Good program, but restrictions apply to 
the availability of these data, which were used under the licence for the 
current study and are therefore not publicly available. Information on 
how to request access to the data, and its conditions and limitations, 
can be found at https://www.cuebiq.com/about/data-for-good/. The 
locations and activity categories of visits were obtained via Foursquare 
using their Public Search API. The public data source of this study (for 
example, ACS) is available in the Github repository at https://github.
com/cjsyzwsh/economic_growth_usa.git.

Code availability
The analysis was conducted using Python. The scripts that support 
the findings of this study are also available via the Github repository 
at https://github.com/cjsyzwsh/economic_growth_usa.git.
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For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code
Policy information about availability of computer code

Data collection No specific software was used to collect the data.

Data analysis Data analysis was done using Python. Please refer to the supplementary information for further details. 

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors and 
reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Portfolio guidelines for submitting code & software for further information.

Data
Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable: 
- Accession codes, unique identifiers, or web links for publicly available datasets 
- A description of any restrictions on data availability 
- For clinical datasets or third party data, please ensure that the statement adheres to our policy 

 

Mobility data are available from Cuebiq, available upon request submitted to https://www.cuebiq.com/about/data-for-good/. Other data used come from the 
American Community Survey (5y) from the Census, which is publicly available on their websites. See the supplementary materials for a description of them



2

nature portfolio  |  reporting sum
m

ary
M

arch 2021

Human research participants
Policy information about studies involving human research participants and Sex and Gender in Research. 

Reporting on sex and gender We do not report the sex and gender of the participants. 

Population characteristics See below

Recruitment See below

Ethics oversight The privacy-enhanced mobility data was collected by the company Cuebiq using anonymized records of GPS locations from 
users that opted-in to share the data anonymously through a General Data Protection Regulation (GDPR) and California 
Consumer Privacy Act (CCPA) compliant framework. Additionally, we obtained IRB exemption to use the mobility data from 
the MIT IRB office. (COUHES protocol #1812635935 and its extension #E-2962) 

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Field-specific reporting
Please select the one below that is the best fit for your research. If you are not sure, read the appropriate sections before making your selection.

Life sciences Behavioural & social sciences  Ecological, evolutionary & environmental sciences

For a reference copy of the document with all sections, see nature.com/documents/nr-reporting-summary-flat.pdf

Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description We perform a quantitative study on observational data using statistical methods to detect the relationship between mobility network 
and economic outcomes. The elastic net regularization is used to automatically choose the most important activities. 

Research sample Data used are geo-locations from anonymous opted-in devices collected by the company Cuebiq in 3 metro areas in the US. Data has 
been aggregated at the level of census areas where a number of devices are present to prevent de-anonymization. 

Sampling strategy Post-stratification techniques has been used to correct for potential biases in the sample of users and to ensure population  
representation. 

Data collection Data collection was done by the company Cuebiq

Timing Data was collected from October 2016 through March 2017

Data exclusions No data was excluded. 

Non-participation Only anonymous opted-in devices where used in the analysis

Randomization NA

Reporting for specific materials, systems and methods
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, 
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response. 
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Materials & experimental systems
n/a Involved in the study

Antibodies

Eukaryotic cell lines

Palaeontology and archaeology

Animals and other organisms

Clinical data

Dual use research of concern

Methods
n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging
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